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Abstract. The method developed and described in this paper departs from the traditional time series analysis 
approach. The starting premise is that any time series can be broken down into a number of characteristic 
cases, each of which potentially holds the key for indicating the value of the subsequent observation. The case 
that constitutes the beginning of the forecasting horizon (the reference case) is compared with all the past 
cases and the best-case match is identified. The differences between the best historical case and the reference 
case are used for predicting the value through the forecasting horizon. This approach, generally considered to 
be a case-based reasoning approach, preserves the dynamics and the texture of the original series. It enables 
development of a fully automated and computerised system, free of any models and assumptions. In addition 
to this, if coupled with the web services technology, it provides an ideal collaborative tool in a distributed en-
vironment. 
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1. Introduction 
 
Most of the methods deployed for time series analysis and extrapolation fall in the rules-
based category. A number of different approaches have been successfully applied, such 
as classical decomposition [18], exponential smoothing [5] [11] [26], stochastic model-
ling [4], state space modelling [10] [14] and Bayesian models [13], to mention some of 
the traditional approaches. More contemporary methods have roots in neural networks 
[20] and fuzzy logic [2] [24] [29], i.e. artificial intelligence domain, or genetic algo-
rithms [8]. Pattern recognition as a subset of artificial intelligence also contributed to 
this subject area. However, the common thread that flows through all the above ap-
proaches is some sort of a rule approach. An assumption is made that a time series be-
longs to one of the general processes, or probability distribution is assumed, or errors 
are measured and used as a rule for correction, etc. This paper will attempt to depart 
from this generic approach to time series analysis and introduce a different treatment of 
time series, namely a case-based reasoning approach. Once a new approach has been 
developed, a web services approach to deployment of the solution will be discussed. 
 
An alternative approach to rigorous time series analysis could be traced back to Yako-
witz’s nearest neighbour method [28], or Singh’s PMRS 1 [22], which has origins in the 
paper published by Sket-Motnikar, Pisanski & Cepar [23]. Although there is some re-
semblance between the method described in this paper and other methods such as the 
pattern- imitation method by Sket-Motnikar, Pisanski & Cepar, PMRS by Singh and the 
original K nearest neighbour method, the APRE method described in this paper has been 
developed completely independently and contains some unique features. 
 
 
                                                                 
1 Pattern Modelling and Recognition System. 



 2 

2. Case-based Reasoning as an Alternative to Rules Approaches 
 
A time series is a snapshot, contained in a time window, of the historical behavioural 
pattern of the observed variable. The clues about the direction and the dynamics of the 
future behaviour of the variable are hidden in the time series. If a time series represents 
a historical behavioural pattern, than it inevitably consists of miniature instances that 
define this pattern. Predictably, these instances could be called cases. Every instance, 
i.e. every case, holds the key for the future behaviour of the time series. In other words, 
if we know the case that currently characterises the variable and there is a precedent 
case, we can predict what the next move is likely to be. 
 
This line of thinking inevitably leads towards the case-based reasoning (CBR) approach 
to problem solving. In this paradigm, specific knowledge about the behaviour of the 
variable is implicitly embedded in individual cases. This approach can be successfully 
deployed for time series extrapolation purposes, but before we define specific interpre-
tation of cases in the time series context, we need briefly to remind ourselves of some of 
the starting premises of CBR. 
 
CBR assumes that the library of past cases holds the expertise about the system behav-
iour, rather than encoding this behaviour by a series of rules. If we can identify (match) 
past cases with the current case, we have the foundation for predic ting the future out-
comes. CBR usually follows the process of retrieving similar cases, reusing  the re-
trieved cases, revising the solution and retaining the solution. It is irrelevant whether a 
specific approach to CBR is based on trivial syntactic similarities, or more complex se-
mantic ones. The process is the same. 
 
 
3. Definition of Cases in the Time Series Context 
 
In CBR terminology a case is a problem situation [1], which effectively implies that we 
could split a time series into smaller pattern sequences. For example, we could break the 
series down into a sequence of three rolling observation patterns. In other words, the last 
interval in a series of, say, three observations, could contain xn, xn-1 and xn-2, the one be-
fore the last one xn-1, xn-2 and xn-3, and so forth until we reach x3, x2 and x1. However, in 
order to generalise the method and make it capable of handling and comparing various 
patterns (to accommodate for the presence of nonstationarity and heteroscedacity, 
among other things), we need to define cases in somewhat more general terms.  Equally, 
case features need to be defined.  
 
Rather than handling actual observations from the series, we could use a linguistic 
equivalent to describe the series dynamics.  We say that every observation in the pat-
tern, in relation to the previous observation, can go up (P for positive move), down (N 
for negative move) or stay on the same level (Z for a zero move)2. This implies that we 
can identify intervals that consist of a series of three-observation patterns, something 
like PPN, PNN, NNZ, NZZ, ZZP, ZPP, etc. Each of these patterns constitutes a case. If 
we analyse all the identical or similar cases, we’ll probably discover that they are usu-

                                                                 
2 P, N and Z are equivalent to Singh’s binary patterns [22]. 
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ally followed by a similar move. This implies that some form of similarity measure 
needs to be established. 
 
The similarity measure we intend to use in this paper is defined as the minimum dis-
tance between two vectors: 
     jyyj −= minδ  

 
Computationally this measure is implemented as: 
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Providing that m=1, and the above differences are taken as absolute values, this meas-
ure becomes a standard Manhattan distance. For m=2, the measure is conventional 
Euclidean distance. However, as we are potentially dealing with nonstationary time se-
ries, the measure was standardised by dividing the differences by their standard devia-
tion. 
 
Returning to the issue of the case formation, we have to say that there is no rigorous 
method to define what a typical case is, in other words, whether it should cons ist of only 
2 rolling observations, 3, 4 or more. In accordance with the CBR approach the best way 
is to suspend judgement and allow the coexistence of different cases. In practical terms 
this implies forming a library of 2, 3, 4, 5, etc. pattern observations and treating every 
group as a case category. For the sake of convenience, to speed up the computing time 
and restrict the storage requirements, we restricted ourselves to a maximum of 12 ob-
servations in a pattern. As this corresponds with the number of months in a year, the as-
sumption is that cases are also capable of detecting seasonal variations. 
 
 
4. Algorithmic Approach to Case Matching in Time Series 
 
To deploy the ideas we initiated above, an alternative method can be developed. A form 
of an Algorithmic approach to time series Pattern Recognition and Extrapolation3, 
founded on the case-based reasoning approach. The variables are defined as fo llows: 
 
n = number of observations in the series 
xn = the nth observation in the series  
j = total number of cases containing r elements 
r =  number of elements in every case 
tj,r = specific historical case 
c = forecasting origin (the beginning of the ex-post forecasts) 
tc,r = reference case 
dc,j = case similarity measure (case distance between identical case patterns) 
 
The method (algorithm) consists of several steps. 

                                                                 
3 We will  refer to it in  the text as the APRE method 
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1. Break the series down into r- interval patterns consisting of sequential rolling obser-

vations. Each pattern is used as a basis for the case formation. 
 
For j=2, … , n we first find differences: 

mj = xj - xj-1          (1) 
 
The letters P, N or Z are assigned according to the value of difference: 
 
 
     ”P”  mj > 0    

  mj =  ”N” for mj < 0          (2) 
     ”Z”  mj = 0    
 
For j = 2, 3, …, (n - r + 1) and  r = 2 to 12, let tj,r represent cases with a different num-
ber of observation differences: 
      tj,r = {mj}          (3) 
 
2. Store all the cases and case features. 
 
3. Decide the forecasting origin c and take the last case preceding the forecasting ori-

gin as the reference case. The case has an arbitrary number of observation differ-
ences in the interval. 

tc,r = {mj}          (4) 
 
4. Retrieve all the similar cases from the past, providing strictly that the pattern is 

identical to the reference case pattern, i.e. for c = 1, … , n and j = 2 to c-1 where:  
 
     tc,r = tj,r               (5) 
 
Where index c represents the beginning of the ex-post forecasting horizon 
 
5. Establish relevant distances (maximum similarity between the cases) by calculating: 
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6. Where the retrieved matching case has the value of dc,j = MIN, the value of the ob-

servation difference mj, succeeding the case tj can be used for predictions.  
 

xc = xc-1+ mj            (7) 
 
7. Once we have reached the end of the actual series, the future forecasting horizon is 

calcula ted in the same fashion. The only difference is that newly generated observa-
tions (ex-ante forecasts) become part of the new reference case. However, only the 
stored cases coinciding with the actual time series are used for comparison. 

 



   5 

The above steps incorporate all the features of a classical case-based reasoning ap-
proach, i.e., how the cases and case features are defined, what the similarity criterion is, 
how the cases are retrieved, how the learning takes place, the reusability of the cases, 
the revision and finally the prediction principles. 
 
  
5. An Example of the APRE Method 
 
A detailed VB code that was compiled to automate the APRE method4 and a compara-
tive evaluation of this method vs. several other well-established time series analysis 
methods was rendered5. The APRE method figured favourably and showed remarkable 
ability to extrapolate the underlying dynamics of the series for a very long ex-ante fore-
casting horizon.  
 
To demonstrate the characteristics of the APRE method, an example using the Lorenz 
attractor as one of the best-known chaotic time series was considered here. Only 200 
values of Lorenz time series were generated and ex-post forecasts starting from the 
150th observation were made. The cases were varied from 2 to 12 patterns per case, and 
the best one was selected by calculating the Mean Error. Fig. 1 below shows how well 
the original series was approximated and the future 20 observations were rendered. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Forecasts using the APRE method 
 
The case that best approximated the original Lorenz series was based on cases with four 
patterns (observation differences) only. A further 20 values of Lorenz attractor were 
calculated to compare them with the APRE method extrapolations. This comparison is 
shown in Fig. 2. 
 
Just a visual inspection indicates several conclusions. The method shows good accu-
racy, but fails to produce precise forecasts. It has to be said that here only 200 observa-
tions were used. There is no doubt that the method would perform much better if several 
                                                                 
4 The author welcomes any interest in the code (embedded in an Excel spreadsheet) and can be contacted 
via email. 
5 For details see [19] 
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thousands of observations were used. However, to make this example more comparable 
with business cases, where it is more likely there will be several hundred observations 
present rather than several thousand, it was felt that this was a fair representation. 
 
A more striking conclusion from observing the above graph is that the dynamics of the 
Lorenz attractor seem to be very well captured by the APRE method and successfully 
extrapolated in the future. This is a rather unique feature. Virtually all the rules based 
methods fail to extrapolate adequately the dynamics of the series. They usually stick to 
either a linear extrapolation, or follow some of the smooth curves (polynomial of vary-
ing degree, sinusoid, etc.).  The APRE method seems to display a unique ability to 
‘mimic’ the appearance of the series.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Comparison between the actual future values of Lorenz attractor and APRE 
forecasts 

 
 
6. Applying Case-based Reasoning Approach to Forecasting 
 
As indicated earlier, to apply any of the rules-based methods, an intimate knowledge of 
the method’s know-how is necessary. Equally, certain assumptions about the series 
characteristics are often made. Although most of the methods have been automated and 
computerised, the fact remains that such software packages are often restricted to cer-
tain families of methods only, or they require significant human intervention and 
judgement to get valid results. 
 
Case-based reasoning is based on remembering previous experiences [16], implying that 
no explicit rule or assumption is necessary. In general, past cases hold the key to solving 
the new cases, despite the fact that they might not be identical, only similar. This also 
implies that some form of learning is embedded in case-based reasoning and this learn-
ing can take place without any human intervention (i.e. machine-based learning).  
 
Using a specific algorithm to this approach of reasoning, which we called the APRE 
method, some additional benefits surfaced. The APRE method displays all the advan-
tages of case-based reasoning and, specifically in the context of time series analysis, en-
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ables the propagation of the internal dynamics of the series to its ex-ante forecasts. This 
feature is quite unique among the time series analysis methods. Most of the forecasting 
methods are capable of fitting reasonably well the past movements of the series (ex-post 
forecasts). However, when extrapolated more than one observation in the future, they 
resort to smooth lines (linear or any of the polynomials). In practise, this makes the me-
dium to long-term forecasts only marginally indicative. 
 
Accepting that case-based reasoning approach to forecasting does not require any fore-
casting methodology knowledge, or any prior knowledge of the time series as a prereq-
uisite, this makes it an ideal candidate for automated forecasting in the collaborative en-
vironment. Hundreds of series could be handled without manual intervention. Typ ically, 
participants in the supply chain would all use their own proprietary forecasting tech-
niques, implying that even if they all handled the same time series, the results are more 
than likely to be different from one participant to another. With the neutral approach 
based on historical performance, such as the one advocated in this paper, the uniformity 
of results is guaranteed. However, to deploy this approach in a collaborative environ-
ment, a new architecture is needed. 
 
A new architecture, called web services, promising to enable collaboration between dis-
parate systems started to emerge not so long ago. In 2002 The Web Services Interopera-
bility Organisation (WS-I) was formed, whose mission is broadly defined as “… an 
open industry effort chartered to promote web services interoperability across platforms, 
applications, and programming languages” [27]. The founding members of WS-I are 
some of the best-known names in the information technology community, such as Mi-
crosoft, IBM, SAP, Sun Microsystems, Intel, HP etc. Currently more than 135 industry 
leaders are members of the WS-I community, actively participating in the work of this 
organisation. 
 
One can think about web services as software components that operate as either web ob-
jects or web applications. What is characteristic for them is that they are self-contained, 
self-describing and modular. They can be published, located and invoked across the 
web. Once web service is deployed, other applications (and other web services) can dis-
cover and invoke the deployed service [25]. This makes them ideal candidates for im-
plementing case-based reasoning forecasting in a collaborative environment. 
 
 
7. Web Services Technologies 
 

World Wide Web Consortium (W3C) defines web service as a software system identi-
fied by a URI (Uniform Resource Identifier), whose public interfaces and bindings are 
defined and described using XML. Its definition can be discovered by other software 
systems. These systems may then interact with the web service in a manner prescribed 
by its definition, using XML based messages conveyed by Internet protocols [30].  

 

Unlike current component technologies, web services are not accessed via object-
model-specific protocols, such as the distributed Component Object Model (DCOM), 
Remote Method Invocation (RMI), or Internet Inter-ORB Protocol (IIOP). Instead, web 
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services are accessed via ubiquitous web protocols and data formats, such as Hypertext 
Transfer Protocol (HTTP) and Extensible Markup Language (XML). Furthermore, a 
web service interface is defined strictly in terms of the messages the web service accepts 
and generates. Consumers of the web service can be implemented on any platform in 
any programming language, as long as they can create and consume the messages de-
fined for the web service interface [31]. In order to achieve the objectives stated by the 
above definitions, some fundamental technologies are necessary. These fundamental 
technologies come in the guise of XML, as well as the SOAP, WSDL and UDDI proto-
cols. 

 

XML stands for eXtensible Markup Language, which is a more versatile version of the 
HTML language. HTML is a static language that can only display information in a pre-
defined format. XML does the same, i.e. is a standard way to represent data, but it goes 
beyond presentation. It also provides means of describing the data. In a way, it is a 
meta- language for document and programme definition and exchange. It has been de-
veloped since 1996 and launched in 1998 by the Worldwide Web Consortium (W3C). 

 

SOAP, or Simple Object Access Protocol6, is a protocol that enables exchange of struc-
tured information via XML encoding. SOAP defines the rules for how to use XML to 
represent data as well as how to represent remote procedure calls (RPC), which enable 
disparate applications to interact with one another. Currently SOAP is bound only to 
HTTP protocol, to maximise its usage and encourage the adoption, but in the future 
other protocols will be used too. Briefly, SOAP is a standard format for communicating 
with web services. 

 

WSDL stands for Web Services Description Language. This is an XML based language 
that describes what messages and requests a web service will accept and how it will re-
spond to them. To an extent, this is a standardised XML vocabulary description layer7. 

 

UDDI, or Universal Descrip tion, Discovery and Integration8, is a method of discovering 
the existence of a web service. It describes how the discovery document format is struc-
tured (in XML) and where to find the service. This specification is often described as 
the Yellow Pages, or a public registry, for advertising and locating a service.9 

 

The technologies described above enable the facilitation of a new approach called Ser-
vice-Oriented Architecture. 

 

                                                                 
6 More recently referred to as Service Oriented Access Protocol 
7 Examples of WSDL files can be fount at http://www.xmethods.net, a public repository of web services  
8 Sometimes the acronym is interpreted as Universal Directory Discovery Interface 
9 Details about individual specification are available from a number of web sites, primarily from: 
http://www.w3.org/2002/ws/; http://www.w3.org/XML/, http://www.w3.org/TR/SOAP/; 
http://www.w3.org/TR/wsdl/; http://www.uddi.org/ and http://www.webservices.org/   
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8. Service-Oriented Architecture  
 

Software architecture is an abstraction of the run-time elements of a software system 
during some phase of its operation. A system may be composed of many levels of ab-
straction and many phases of operation, each with its own software architecture [7]. The 
way web services have emerged as a new service-oriented architecture (SOA) is often 
depicted as per Fig.3 [12]. 

 

    Fig. 3. Web services architecture 

 

The diagram in Fig.3 communicates a possibility of placing the web services into one of 
the three available categories. The Service Provider provides a service interface for a 
software asset and publishes its capabilities using the WSDL document. The Service 
Broker consists of a registry listing the existence of the Service Provider. This is estab-
lished by using the UDDI documents. Service Requester is an application that, using the 
SOAP protocol, binds and invokes the service offered by the Service Provider. 

 
This effectively means that the whole Internet with all the publicly available applica-
tions that are ‘wrapped’ in web services, could be used by anybody who uses the same 
specification. Without any special coding, users do not have to run their applications 
just from their desktops, or their LANs, but the whole Internet becomes a repository of 
numerous and diverse, yet publicly available, applications.   
 
 
9. Conclusion 
 
The APRE method departs from the usual rule-based approach to time series analysis 
and introduces a particular form of case-based reasoning. The APRE method provides a 
valid alternative to most commonly used rule-based or model- free methods for time se-
ries analysis. The forecasting horizon is not limited by the properties of the method, as 
with most rule-based methods, but by the richness of cases and decision-making con-
text. The ex-ante forecasts produced using the APRE method preserve the texture and 
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the complexity of the original data set, making it unique among the methods. It contains 
automated learning ability, common to other case-based reasoning methods, making it 
an ideal candidate for a neutral forecasting platform in a collaborative environment. 
 
Recent developments on the web services front indicate that such case-based reasoning 
methods could be easily deployed in a collaborative environment. Without a major inte-
gration effort, this technology enables applications to talk to one another without human 
intervention. This enables any database or application to send time series to a web based 
collaborative forecasting engine and receive the results, ready to process them for other 
internal purposes. 
 
Further investigation in how to synchronise and optimise activities between various 
supply chain partic ipants sharing such a collaborative forecasting engine would seem 
appropriate. 
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